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Tutorial Schedule

Time Section

09:00 - 09:45 Section 1: Introduction

09:45 - 10:30 Section 2: Hallucination Detection

10:30 - 11:00 Coffee break

11:00 - 11:45 Section 3: Hallucination Mitigation

11:45 - 12:30 Section 4: Open challenges

12:30 - 13:00 Q & A Session



Tutorial Resources

The tutorial slides and resources are available at 
https://vr25.github.io/lrec-coling-hallucination-tutorial/

Q&A
● Remote attendees on Zoom have the option to type in the chat, and one 

of the instructors will moderate the discussion.
● Longer Q&A/discussion/debate will be at the end.

https://vr25.github.io/lrec-coling-hallucination-tutorial/
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“AI Is Incredibly Smart 

and Shockingly Stupid” 

– Yejin Choi 
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http://www.youtube.com/watch?v=d7ltNiRrDHQ
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https://docs.google.com/file/d/1ZZT5vTtugQLdmgoNMXeZND9XTU5HUiKB/preview


Hallucination in Large Language Models © 2024 by Vipula Rawte, Aman Chadha, Amit Sheth and Amitava Das 15

https://docs.google.com/file/d/1Pjrt_3MomHCDuIuS0FLt0Mx3kRmPFgbt/preview
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http://www.youtube.com/watch?v=PrktgGDP0jA
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http://www.youtube.com/watch?v=yxer9LCQd-Y
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Evolution of Hallucination: 2022 - 2024
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Evolution of Hallucination: 2022 - 2024
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https://arxiv.org/pdf/2309.05922

https://arxiv.org/pdf/2309.05922
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https://deepgram.com/learn/whisper-v3-results 

http://www.youtube.com/watch?v=fj_MkZPfa40
https://deepgram.com/learn/whisper-v3-results
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http://www.youtube.com/watch?v=lfbImB0_rKY
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http://www.youtube.com/watch?v=TzfZIaOdx3U
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There is a bunker bed over the desk 
with a laptop.

There is a statue of a man holding 
pizza.

One brown and one grey horse tied 
to a red carriage and pulling.
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What are the different kinds of hallucination in LLM?
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Relevant Papers
● Lee, Nayeon, et al. Factuality enhanced language models for open-ended text generation. Advances in 

Neural Information Processing Systems 35 (2022): 34586-34599.

● Ladhak, Faisal, et al. When do pre-training biases propagate to downstream tasks? a case study in text 
summarization. Proceedings of the 17th Conference of the European Chapter of the Association for 
Computational Linguistics. 2023.

● Vipula Rawte, Swagata Chakraborty, Agnibh Pathak, Anubhav Sarkar, S.M Towhidul Islam Tonmoy, Aman 
Chadha, Amit Sheth, and Amitava Das. 2023. The Troubling Emergence of Hallucination in Large 
Language Models - An Extensive Definition, Quantification, and Prescriptive Remediations. In 
Proceedings of the 2023 Conference on Empirical Methods in Natural Language Processing, pages 
2541–2573, Singapore. Association for Computational Linguistics.
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Example of continuations from the 530B LM with greedy decoding and nucleus sampling p = 0.9, along with the 
continuation from factuality-enhanced 530B LM with factual-nucleus sampling. Red represents nonfactual, green 
represents factual, and strikethrough represents repetition. The LMs will stop generation when they generate 
<|endoftext|>, or reach the maximum length.
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Name-Nationality
An article and generated summary 
from BART model trained on 
XSum dataset. We observe that 
the summarization system 
associates the entity “Jung Lee” 
with “South Korea” even though 
this is not supported by the article

46

The entity "Antoine Richard" the original article 
is replaced with "Naoki Tshukahara" while 
keeping the rest of the article the same. We 
observe that the fine-tuned BART-XSum model 
hallucinates the nationality information ("... was 
born in Tokyo, Japan") in the generated 
summary. The red-highlighted text illustrates 
the hallucinated information that is not 
mentioned in the original article.
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https://aclanthology.org/2023.emnlp-main.155.pdf

https://aclanthology.org/2023.emnlp-main.155.pdf
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Hallucination Types
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Factual Mirage
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Silver Lining
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Hallucination Categories
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HallucInation eLiciTation dataset (HILT)
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Black-box vs Gray-box technique
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Mitigation techniques

58
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High-entropy vs Low-entropy points
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Detection
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- What:

● SelfCheckGPT is a novel zero-resource approach designed to 
detect hallucinations in LLM-generated responses. 

● The key idea is to use sampling-based methods to evaluate the 
consistency of generated responses without relying on external 
databases.

- Why:

● By providing an effective hallucination detection method, 
SelfCheckGPT aims to enhance the reliability and 
trustworthiness of LLM outputs, especially in scenarios where 
access to the model's internal states or external databases is 
not feasible.

● It is thus a type of black-box method.

SelfCheckGPT

63
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AUC-PR for sentence-level detection tasks. Passage-level ranking 
performances are measured by Pearson correlation coefficient and 
Spearman’s rank correlation coefficient w.r.t. human judgements. 

Experimental Results

64

- How:

● SelfCheckGPT leverages the simple idea that if an LLM has 
knowledge of a given concept, sampled responses are likely 
to be similar and contain consistent facts.

● However, for hallucinated facts, stochastically sampled 
responses (i.e., token sampling methods such as 
top-p/top-k sampling or beam search, adjusting the softmax 
temperature, etc.) are likely to diverge and contradict one 
another.

- So What:

● SelfCheckGPT can effectively detect hallucinated sentences 
with higher accuracy compared to several baseline 
methods.

● SelfCheckGPT's prompting method achieved the highest 
performance in detecting non-factual sentences.

● The approach is applicable to black-box models, making it 
versatile for various LLMs accessed via APIs.

● Empirical results show that SelfCheckGPT outperforms 
grey-box methods, proving its effectiveness in both 
sentence-level and passage-level hallucination detection 
tasks.
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TruthfulQA

TruthfulQA questions with 
answers from GPT-3-175B with 
default prompt. Examples 
illustrate false answers from 
GPT-3 that mimic human 
falsehoods and misconceptions. 
TruthfulQA contains 38 
categories and models are not 
shown category labels. 
https://arxiv.org/pdf/2109.07958

65

https://arxiv.org/pdf/2109.07958
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Larger models are less 
truthful. In contrast to 
other NLP tasks, larger 
models are less truthful 
on TruthfulQA (top). 

Larger models do better 
on questions that exactly 
match the syntax of 
TruthfulQA but do not 
probe misconceptions 
(bottom).
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FACTScore

67

- What:

● SelfCheckGPT is a novel zero-resource approach designed to 
detect hallucinations in LLM-generated responses. 

● The key idea is to use sampling-based methods to evaluate the 
consistency of generated responses without relying on external 
databases.

- Why:

● Addresses the need for a more precise assessment method 
since generated texts often mix supported and unsupported 
information.

● Aims to provide a more accurate and detailed measure of 
factual precision to improve the reliability of LMs.
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- How:

● Defines an atomic fact as a short sentence with a 
single piece of information.

● Uses biographies for evaluation due to their objective 
nature and diversity.

● Employs an automated estimator to break text into 
atomic facts and validate against a knowledge source.

● Evaluates state-of-the-art LMs like InstructGPT, 
ChatGPT, and PerplexityAI using Generalizable 
T5-based Retrievers for passage retrieval.

FACTScore
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- So What:

69

FACTScore

● Legend:
○ No-context. Feed LLM just the prompt input <sentence>
○ Retrv→LM. Use a passage retrieval system to find supporting evidence from an external 

knowledge source (Wikipedia in this case).
○ + Atomic Facts. They explore whether adding atomic facts and their labels assist a model with 

fine-grained editing. Specifically, after the input sentence they add information to the prompt of 
the form: 
Fact 1 (True/False): <atomic fact 1> 
Fact 2 (True/False): <atomic fact 2>...
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G-Eval

70

- What:

● G-Eval is a framework using LLMs with 
chain-of-thoughts (CoT) and a form-filling paradigm to 
assess the quality of natural language generation (NLG) 
outputs.

- Why:

● To improve the correlation between automatic NLG 
evaluation metrics and human judgments, especially for 
creative and diverse tasks where conventional metrics 
like BLEU and ROUGE fall short.
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- How:

● Task Introduction and Evaluation Criteria: Input 
these to the LLM.

● Generate CoT: The LLM generates a 
chain-of-thoughts outlining detailed evaluation steps.

● Form-Filling Paradigm: Use the prompt and 
generated CoT to evaluate NLG outputs 
systematically.

● Final Score Calculation: Use probability-weighted 
summation of the output scores.

- So What:

● Performance: G-Eval with GPT-4 achieves a 
Spearman correlation of 0.514 with human judgments 
on the summarization task, outperforming previous 
methods.

● Preliminary Analysis: Identifies potential bias of 
LLM-based evaluators towards LLM-generated texts.

G-Eval

G-Eval prompt to evaluate hallucinations.
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Looking for a Needle in a Haystack: A Comprehensive 
Study of Hallucinations in Neural Machine Translation

72

- What:

● The paper focuses on the problem of hallucinations in Neural Machine Translation (NMT), where 
the system generates translations that are unfaithful to the source content. 

● The findings reveal that established methods are inadequate for preventive scenarios, with 
sequence log-probability proving most effective, comparable to reference-based methods.

● Core idea is that if a model is "hallucinating," it is likely not confident in its output. This means that 
the lower the model's confidence (as measured by Seq-Logprob), the higher the chance that it will 
produce a poor translation.

- Why:

● To address the inadequacies of existing hallucination detection methods in NMT and to propose a 
more effective approach for detecting and mitigating hallucinations during translation, ensuring 
higher accuracy and reliability in machine-generated translations.

- So What:

● Seq-Logprob is an effective heuristic for evaluating translation quality and performs similarly to the 
reference-based COMET method. One advantage of Seq-Logprob is its simplicity: unlike other 
methods that need additional computation, Seq-Logprob scores can be obtained easily during the 
translation process.

This paper proposes "Seq-Logprob" 
which calculates the 
length-normalized sequence 
log-probability for each word in the 
generated translation y for a trained 
model P(y|x, θ).
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Related Papers
● Potsawee Manakul, Adian Liusie, and Mark Gales. 2023. SelfCheckGPT: Zero-Resource Black-Box Hallucination 

Detection for Generative Large Language Models. In Proceedings of the 2023 Conference on Empirical Methods 
in Natural Language Processing, pages 9004–9017, Singapore. Association for Computational Linguistics.

● Liu, Yang, et al. "Gpteval: Nlg evaluation using gpt-4 with better human alignment." arXiv preprint 
arXiv:2303.16634 (2023).

● Min, Sewon, et al. "Factscore: Fine-grained atomic evaluation of factual precision in long form text generation." 
arXiv preprint arXiv:2305.14251 (2023).

● Guerreiro, Nuno M., Elena Voita, and André FT Martins. "Looking for a needle in a haystack: A comprehensive 
study of hallucinations in neural machine translation." EACL 2023.

● Rawte, Vipula, et al. "FACTOID: FACtual enTailment fOr hallucInation Detection." arXiv preprint arXiv:2403.19113 
(2024).
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Automatically detecting hallucination

SoTA entailment 
methods are not 
good hallucination 
detectors!

74
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FACTOID: FACtual enTailment fOr hallucInation 
Detection

76

An illustration of traditional Textual Entailment (TE) vs.our proposed Factual Entailment (FE). In part A (top), we 
emphasize the limitation of the TE method (trained on standard entailment tasks like SNLI \cite{bowman2015large} 
and/or MNLI \cite{williams-etal-2018-broad}, etc.) to recognize a case as a refute. In contrast, in part (B), the proposed 
Factual Entailment adopts a multitask learning approach that predicts an entailment score, hallucination type and the 
span of the entailment. FE therefore presents a novel approach to entailment that assists in identifying hallucinations. 
https://arxiv.org/pdf/2403.18976

https://arxiv.org/pdf/2403.18976
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FACTOID Dataset

78



Hallucination in Large Language Models © 2024 by Vipula Rawte, Aman Chadha, Amit Sheth and Amitava Das

Factual Entailment (FE)

79

A summary of the overall multi-task learning framework for Factual Entailment. The framework encompasses three 
tasks: i) entailment, ii) span detection, and iii) hallucination classification.
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Performance of FE

80

Results showing how FE performs better than TE at detecting hallucination in six different categories.
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Quantification

81
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Quantification: How to measure hallucination?

Galileo’s LLM 
Hallucination 
Index

82

Vectara’s Factual Consistency Score: a calibrated score translating directly to 
probability that helps developers evaluate hallucinations automatically. 
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Hallucination Vulnerability Index (HVI)
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Hallucination Vulnerability Index (HVI)
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Automating Hallucination Vulnerability Index (HVI)
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HVIauto
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Mitigation
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- What:

● Retrieval-Augmented Generation (RAG) is a hybrid model combining pre-trained parametric memory (seq2seq model) with non-parametric memory 
(dense vector index of Wikipedia) to enhance performance on knowledge-intensive NLP tasks.

- Why:

● To improve the accuracy and informativeness of responses generated by NLP models on tasks that require substantial background knowledge, while 
addressing limitations of current models in accessing and manipulating explicit knowledge.

88

Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks

- So What?

● Performance: RAG models set new state-of-the-art results on three 
open-domain QA tasks and outperform existing models in generating more 
specific, diverse, and factual language.

● Flexibility: Demonstrated effectiveness across a wide range of 
knowledge-intensive NLP tasks, including open-domain question answering, 
abstractive question answering, Jeopardy question generation, and fact 
verification.

● Update Mechanism: The non-parametric memory allows for easy updating of 
the model’s knowledge without retraining by swapping the document index.

- How:

● Architecture: Combines a pre-trained seq2seq model (BART) as the parametric memory with a dense vector index of Wikipedia accessed via a neural 
retriever (DPR).

● Retrieval Mechanism: Uses a Maximum Inner Product Search (MIPS) to find relevant documents.
● Fine-tuning: Jointly fine-tunes the retriever and generator on a variety of tasks.
● Models: Introduces two RAG formulations:

○ RAG-Sequence: Conditions on the same retrieved passages for the entire generated sequence.
○ RAG-Token: Allows different passages for each token.



Hallucination in Large Language Models © 2024 by Vipula Rawte, Aman Chadha, Amit Sheth and Amitava Das

- What:

● Reduce hallucinations in conversational AI models by using retrieval augmentation.
● Integrating a neural-retrieval-in-the-loop architecture to improve the factual accuracy and coherence 

of responses in knowledge-grounded dialogue systems. 

- Why:

● The intended result is to enhance the knowledgeability and factual correctness of dialogue models 
while retaining their conversational fluency. 

● This approach aims to significantly reduce the generation of factually incorrect statements 
(hallucinations) that are common in large language models.

89

Retrieval Augmentation Reduces Hallucination in Conversation

- So What?

● State-of-the-Art Performance: The best models achieved state-of-the-art performance on knowledge-grounded conversational tasks, such as Wizard 
of Wikipedia and CMU Document Grounded Conversations.

● Reduction in Hallucination: Human evaluations confirmed a substantial reduction in hallucinated responses by over 60%. Knowledgeability metric 
gains were 70% for in-distribution data and 85% for out-of-distribution data.

- How:

● Architectures Explored: The study explores various architectures combining retrievers, rankers, and encoder-decoders. Notable methods include 
Poly-encoder Transformers for finer-grained context scoring and iterative retrieval for improved accuracy.

● Retrieval-Augmented Generation (RAG): Utilizes Dense Passage Retriever (DPR) and incorporates retrieval scores into the generation process, 
allowing the model to retrieve relevant documents from a large corpus.

● Fusion-in-Decoder (FiD): Retrieves documents, encodes them independently, and combines their outputs before decoding, allowing the model to 
attend to multiple documents simultaneously.

● Iterative Retrieval: Enhances retrieval through repeated querying, improving the model's ability to find relevant knowledge across multiple dialogue 
turns.
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- What:

Given an input, we iteratively generate 
sentences from the model and actively 
detect and mitigate hallucinations. 

- How:

Detection:

● Identify the important concepts and 
calculate model’s uncertainty on 
them.

● Validate the correctness of the 
uncertain concepts by retrieving 
relevant knowledge. 

Mitigation:

● Repair the hallucinated sentence 
using the retrieved knowledge as 
evidence.

● Append the repaired sentence to the 
input (and previously generated 
sentences) and continue generating 
the next sentence. 

90

A Stitch in Time Saves Nine: Detecting 
and Mitigating Hallucinations of LLMs by 
Validating Low-Confidence Generation
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A Stitch in Time Saves Nine: Detecting and Mitigating Hallucinations 
of LLMs by Validating Low-Confidence Generation

- So What?

● This method not only mitigates current hallucination but also prevents its 
propagation in the subsequently generated sentences.

● Comparing percentage of hallucinations (on the ‘article generation task’) in the 
output of GPT-3.5 (text-davinci-003) and the proposed active detection and 
mitigation approach.

91
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Chain-Of-Verification (CoVe) Reduces Hallucination
- What:

● CoVe reduces inaccuracies in LLMs' responses by verifying facts through structured questioning.

- Why:

● Enhance the factual accuracy of responses.
● Reduce the occurrence of factual hallucinations in generated content.
● Ensure that revised responses are more reliable and accurate.

- How:

Baseline Response Generation:

● LLM generates an initial response to a user query, which may contain inaccuracies.

Verification Plan:

● CoVe generates a set of verification questions to check the accuracy of the baseline response.

Execution of Verification:

● Answer each verification question individually.
● Check for agreement and accuracy of the facts.
● Ensure individual verification questions are answered with higher accuracy than the original 

response.
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Chain-Of-Verification (CoVe) Reduces Hallucination
- So What:

● Improved Accuracy:
○ Individual verification questions show higher 

accuracy than the initial response.
● Reduced Hallucinations:

○ Significant reduction in factual hallucinations.
● Enhanced Performance:

○ Factored CoVe improves overall performance by 
avoiding repetition and ensuring independent 
verification.

● Reliability:
○ Final responses are more reliable and factually 

accurate.
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Avoidance
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https://docs.google.com/file/d/17fan-MKMpnAjRNKsSDuxXOAYEFVHSbxy/preview
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Avoid hallucination

Do LLMs comprehend our queries completely?
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① Based on empirical observations - prompts with concreteness scores falling in the range of 2.2 to 3.3 are most effective in preventing hallucinations. 
Prompts with concreteness scores lower than 3.3 are not processed well by LLMs.
② The level of concreteness in a prompt has a similar impact as formality. This implies that elevating the concreteness score of a prompt can help prevent 
hallucinations related to persons and locations.
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“Sorry, Come Again?” Prompting

102

An example demonstrating how a “rephrased prompt” presented to a particular LLM can aid in avoiding hallucination. Here, the 
hallucinated text is highlighted in red. Post reformulation, the newly generated response incorporates the factually correct 
(dehallucinated) text, highlighted in green.
https://arxiv.org/pdf/2403.18976

https://arxiv.org/pdf/2403.18976
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Finding the optimal paraphrased prompt
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Finding the optimal paraphrased prompt
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 LLMs Need to Breathe While Reading!
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Reverse Knowledge Distillation

106



Hallucination in Large Language Models © 2024 by Vipula Rawte, Aman Chadha, Amit Sheth and Amitava Das

Experimental Results
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ACTIVATOR

108



Open Challenges
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RAG is NOT the foolproof solution!

Does Fine-Tuning LLMs on New Knowledge Encourage Hallucinations? - 
https://arxiv.org/pdf/2405.05904 

LoRA Learns Less and Forgets Less - https://arxiv.org/abs/2405.09673 

RAGTruth: A Hallucination Corpus for Developing Trustworthy 
Retrieval-Augmented Language Models

- https://arxiv.org/pdf/2401.00396 

7 failures of RAG - https://arxiv.org/pdf/2401.05856
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Does Fine-Tuning LLMs on New Knowledge 
Encourage Hallucination?

● We demonstrate that large language models struggle to acquire new factual knowledge 
through fine-tuning, as fine-tuning examples that introduce new knowledge are learned 
significantly slower than those consistent with the model’s knowledge.

● However, we also find that as the examples with new knowledge are eventually learned, 
they linearly increase the model’s tendency to hallucinate. 

● Taken together, our results highlight the risk in introducing new factual knowledge through 
fine-tuning, and support the view that large language models mostly acquire factual 
knowledge through pre-training, whereas finetuning teaches them to use it more efficiently.
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Does Fine-Tuning LLMs on New Knowledge 
Encourage Hallucination?
Train and development accuracies as a 
function of the fine-tuning duration, when 
fine-tuning on 50% Known and 50% 
Unknown examples. Unknown examples 
are fitted substantially slower than Known. 
The best development performance is 
obtained when the LLM fits the majority of 
the Known training examples but only few 
of the Unknown ones. From this point, 
fitting Unknown examples reduces the 
performance. https://arxiv.org/pdf/2405.05904
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Does Fine-Tuning LLMs on New Knowledge 
Encourage Hallucination?

● We demonstrate that large language 
models struggle to acquire new factual 
knowledge through fine-tuning, as 
fine-tuning examples that introduce new 
knowledge are learned significantly 
slower than those consistent with the 
model’s knowledge.

● However, we also find that as the 
examples with new knowledge are 
eventually learned, they linearly increase 
the model’s tendency to hallucinate. 

https://arxiv.org/pdf/2405.05904
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LoRA Learns Less and Forgets Less

114

● This study aimed to compare LoRA to 
full fine-tuning on two different target 
domains: programming and 
mathematics.

● Moreover, the authors also compared 
instruction fine-tuning and continued 
pre-training scenarios.

https://arxiv.org/pdf/2405.09673 

https://arxiv.org/pdf/2405.09673
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Exploring Superficial Alignment Hypothesis

● Zhou et al. (2023) hypothesized that the knowledge and capabilities of LLMs are mostly 
learned during pretraining, while alignment is a simple process where the model learns the 
style or format for interacting with users. 

● LLMs struggle to acquire new knowledge present in the Unknown examples and mostly 
learn to utilize their pre-existing knowledge. We also showed that fine-tuning on 
HighlyKnown examples led to sub-optimal utilization of preexisting knowledge, despite our 
task format being simpler than LIMA’s and our dataset being six times larger. 

● Even though most of the LLM’s knowledge is indeed acquired through pre-training, the 
model learns more than just style or format through finetuning, as the selection of 
fine-tuning examples significantly influences the model’s capability to utilize its pre-existing 
knowledge post fine-tuning.
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Tug-of-War Between Knowledge: Exploring and Resolving 
Knowledge Conflicts in Retrieval-Augmented Language Models

116

● We find that stronger Retrieval-augmented language models 
(RALMs) emerge with the Dunning-Kruger effect, 
persistently favoring their faulty internal memory even when 
correct evidence is provided.

● Besides, RALMs exhibit an availability bias towards 
common knowledge.

● Moreover, we find that RALMs exhibit confirmation bias, and 
are more willing to choose evidence that is consistent with 
their internal memory.

https://aclanthology.org/2024.lrec-main.1466.pdf 

https://aclanthology.org/2024.lrec-main.1466.pdf
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Dunning-Kruger effect

117

http://www.youtube.com/watch?v=4FGnb2lgPBA
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Availability bias/heuristics

118

http://www.youtube.com/watch?v=vqmLIbGV568
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Confirmation bias
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http://www.youtube.com/watch?v=wo3xpigIjts
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Long-context LLMs Struggle with Long In-context Learning

120
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Long-context LLMs Struggle with Long In-context Learning

121

● Finds that after evaluating 13 long-context LLMs on long in-context learning the LLMs perform relatively 
well under the token length of 20K. However, after the context window exceeds 20K, most LLMs except 
GPT-4 will dip dramatically.

● "Further analysis revealed a tendency among models to favor predictions for labels presented toward the 
end of the sequence."
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LoRA Learns Less and Forgets Less
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● This study aimed to compare LoRA to 
full fine-tuning on two different target 
domains: programming and 
mathematics.

● Moreover, the authors also compared 
instruction fine-tuning and continued 
pre-training scenarios.

https://arxiv.org/pdf/2405.09673 

https://arxiv.org/pdf/2405.09673
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7 failures of RAG

123

Indexing and Query processes required for creating a Retrieval Augmented Generation (RAG) system. The indexing process is 
typically done at development time and queries at runtime. Failure points identified in this study are shown in red boxes. All required 
stages are underlined. https://arxiv.org/pdf/2401.05856

https://arxiv.org/pdf/2401.05856
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7 failures of RAG
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The lessons learned from the three case studies with key takeaways for future RAG implementations https://arxiv.org/pdf/2401.05856

https://arxiv.org/pdf/2401.05856
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7 failures of RAG

Some Future directions:

● Chunking and Embeddings
● RAG vs Finetuning
● Testing and Monitoring RAG systems

125

The lessons learned from the three case studies with key takeaways for future RAG implementations https://arxiv.org/pdf/2401.05856

https://arxiv.org/pdf/2401.05856
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Linear Regression also hallucinates!

126

Every miscalibrated 
model (and most of 

models are 
miscalibrated) that 

over confidently 
predicts something 

with confidence 
exceeding its actual 

accuracy is well 
hallucinating.
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Is hallucination always bad?

128

https://www.washingtonpost.com/opinions/2023/12/27/artificial-intelligence-hallucinations/

https://www.washingtonpost.com/opinions/2023/12/27/artificial-intelligence-hallucinations/
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Key Takeaways

● Categorization
○ Intrinsic vs. Extrinsic [1], Factual vs. Non-Factual [2], Name-Nationality [3], Factual mirage vs. Silver lining [4]

● Dataset
○ HaluEval [5], Hallucinations Leaderboard [6], HELMA [7], HiLT [4]

● Quantification
○ Galileo’s LLM Hallucination Index [8], Vectara Factual Consistency Score [9], HVI [4], HVI_auto [10]

● Detection
○ SelfChekGPT [11], HALO [12], Validating Low-Confidence Generation [13]

● Avoidance
○ SCA [14]

● Mitigation
○ RARR [15], Validating Low-Confidence Generation [13]

● Open Challenges
○ RAG, longer context limitation, knowledge conflict, text-to-image, image-to-text, text-to-video, video-to-text, 

speech

130



Hallucination in Large Language Models © 2024 by Vipula Rawte, Aman Chadha, Amit Sheth and Amitava Das

References
1) Joshua Maynez, Shashi Narayan, Bernd Bohnet, and Ryan McDonald. 2020. On Faithfulness and Factuality in Abstractive Summarization. In 

Proceedings of the 58th Annual Meeting of the Association for Computational Linguistics, pages 1906–1919, Online. Association for Computational 
Linguistics.

2) Lee, Nayeon, et al. "Factuality enhanced language models for open-ended text generation." Advances in Neural Information Processing Systems 
35 (2022): 34586-34599.

3) Ladhak, Faisal, et al. "When do pre-training biases propagate to downstream tasks? a case study in text summarization." Proceedings of the 17th 
Conference of the European Chapter of the Association for Computational Linguistics. 2023.

4) Vipula Rawte, Swagata Chakraborty, Agnibh Pathak, Anubhav Sarkar, S.M Towhidul Islam Tonmoy, Aman Chadha, Amit Sheth, and Amitava Das. 
2023. The Troubling Emergence of Hallucination in Large Language Models - An Extensive Definition, Quantification, and Prescriptive 
Remediations. In Proceedings of the 2023 Conference on Empirical Methods in Natural Language Processing, pages 2541–2573, Singapore. 
Association for Computational Linguistics.

5) Li, Junyi, et al. "Halueval: A large-scale hallucination evaluation benchmark for large language models." Proceedings of the 2023 Conference on 
Empirical Methods in Natural Language Processing. 2023.

6) https://huggingface.co/blog/leaderboard-hallucinations
7) Li, Junyi, et al. "Helma: A large-scale hallucination evaluation benchmark for large language models." arXiv preprint arXiv:2305.11747 (2023).
8) https://www.rungalileo.io/hallucinationindex
9) https://vectara.com/blog/automating-hallucination-detection-introducing-vectara-factual-consistency-score/

10) Rawte, Vipula, et al. "FACTOID: FACtual enTailment fOr hallucInation Detection." arXiv preprint arXiv:2403.19113 (2024).
11) Potsawee Manakul, Adian Liusie, and Mark Gales. 2023. SelfCheckGPT: Zero-Resource Black-Box Hallucination Detection for Generative Large 

Language Models. In Proceedings of the 2023 Conference on Empirical Methods in Natural Language Processing, pages 9004–9017, Singapore. 
Association for Computational Linguistics.

12) Elaraby, Mohamed, et al. "Halo: Estimation and reduction of hallucinations in open-source weak large language models." arXiv preprint 
arXiv:2308.11764 (2023).

13) Varshney, Neeraj, et al. "A stitch in time saves nine: Detecting and mitigating hallucinations of llms by validating low-confidence generation." arXiv 
preprint arXiv:2307.03987 (2023).

14) Rawte, Vipula, et al. "" Sorry, Come Again?" Prompting--Enhancing Comprehension and Diminishing Hallucination with [PAUSE]-injected Optimal 
Paraphrasing." arXiv preprint arXiv:2403.18976 (2024).

15) Gao, Luyu, et al. "Rarr: Researching and revising what language models say, using language models." arXiv preprint arXiv:2210.08726 (2022).

131

https://huggingface.co/blog/leaderboard-hallucinations
https://www.rungalileo.io/hallucinationindex
https://vectara.com/blog/automating-hallucination-detection-introducing-vectara-factual-consistency-score/


Hallucination in Large Language Models © 2024 by Vipula Rawte, Aman Chadha, Amit Sheth and Amitava Das

LoRA Learns Less and Forgets Less
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● This study aimed to compare LoRA to 
full fine-tuning on two different target 
domains: programming and 
mathematics.

● Moreover, the authors also compared 
instruction fine-tuning and continued 
pre-training scenarios.
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